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Abstract

We present a successful application of Constraint Logic Programming (CLP) to amajor prob-
lemin Chemical Process Synthesis: theretrofit of heat exchanger networks. The method combines
expert intuition, represented in a set of heuristics, with linear programming, an optimisation tech-
nique, by means of a program in the CLP paradigm. The results shown are mostly significantly
superior to those reported in the chemical process synthesis literature. The example presented
here shows how a company could save $35,920 per year while incurring less than half the capita
costs of other published solutions.

The method is novel in that it uses a combination of mathematical optimisation techniques
with backtracking heuristic search to achieve its results.

1 Introduction

The integration of Constraint Programming (CP) technology with Knowledge Based Systems (KBS)
naturally and inevitably exposes CP to wider domains of application. Real life applications are often
complex and messy with much obscure embedded knowledge and information. Domain dependent
techniques are vital, if solutions are to be realistic and reachable. In this paper, we illustrate how
we use domain specific knowledge in a complex domain — chemical process synthesis — to reduce
the complexity of the problem so that it becomes feasible for CP techniques to tackle and solve it.
Moreover, the resulting algorithm produces better solutions than existing approaches — sometimes
better than purely mathematical optimisation techniques, which ignore domain specific knowledge,
themselves.

Process Synthesis (Nishida, Stephanopoul os, and Westerberg 1981) involves the construction and
interconnection of unit operations required for the conversion of the raw materials of a chemical
process into its finished products. Traditionally, process synthesis consists of three main entities:
reaction of chemicals, separation of the results and energy integration (sources of externa heat or
cooling). In traditional approaches to process design, the reaction stage defines the tasks for the
subsequent design of the separators. The utility requirements for the reaction and separation stage are
determined last, heating and cooling being regarded as auxiliary operations in the process. However,
this naive approach can negatively affect the total operational cost of the plant.

Before the petroleum crisesin the 1970s, energy costs usually represented around 5% of the total
plant cost. Subsequently, the energy cost component rose to around 20%, causing the industry to
rethink its approach to process design in more parsimonious terms. Since then, the problem of the
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design of Heat Exchanger Networks (HENS) — one of the main process synthesis problems — has been
receiving a great deal of attention.

The rest of this paper is structured as follows. Section 2 gives a brief sketch of the background
of HEN design. In Section 3, different approaches for design and retrofitting HENs are briefly intro-
duced. The proposed method is discussed in Section 4 followed by a case-study in Section 5, and then
conclusions are drawn in Section 6.

2 Description of Problem Domain

Heat exchanger networks utilise the energy content of streams of hot fluid to heat cold ones. The
transfer of energy from the hot stream to the cold stream depends on the rate of flow, the area of the
exchanger, the heat transfer coefficient, the temperature gradient along each stream, and other factors.
The advantage of HENSsis that they allow the recycling of energy by taking it out of hot products and
passing it into cold raw materials which required heating, and vice versa. Sometimes, it is necessary
to supplement the function of a HEN with direct cooling or heating from external sources. These
external sources are called utilities

Much research has been published about theinitial or grass-roots design of HENs, where abrand
new HEN is being set up. Gundersen and Naess (1988) give a comprehensive review of the field. In
atypical grass-roots problem, the requirement is to find the optimal design that minimises the utility
cost and exchanger network area, and to select appropriate network topology for the new network.

Typical examples of constraintsin grass-roots HEN design are the first and second law of thermo-
dynamics. Roughly speaking, the first law is concerned with the energy balance (i.e., the conservation
of energy constraint which guarantees that the energy input is equal to the output less any loss or plus
any gain). The second law requires that the temperature of a hot stream is always greater than the
temperature of the cold stream to which it is transferring heat. It follows from this that a practically
useful constraint is one which ensures efficient exchange, the difference between the two temperatures
must not be less than a specific value called the exchanger minimum approach temperature (EMAT).
In some cases (e.g., where materials are chemically incompatible) a nomatch constraint may apply
(i.e. amatch between two particular streams or one stream and a particular exchanger is forbidden).

A more difficult caseinvolves the Retrofit of Heat Exchanger Networks. Here, the problemismore
complicated as a network exists already, and the question is how to reconfigure the current equipment
either to achieve new objectives, or to give a better solution to the existing ones. The retrofit problem
is hard because one is restricted, where possible, to use the available heat exchangers and matches,
and to minimise the amount of change. However, this cannot be done naively, because the obvious
solution is not always the best.

So the designer in aretrofit problem is constrained not only with all the constraintsinvolved in a
grass-roots problem, but also with legacy constraints as well.

The existing exchangers represent constraints on the problem as it is uneconomic and ecologic-
aly unfriendly to get rid of them. The exchangers impose implicit constraints on the problem, such
as the existing area, the type of materials, and the existing matches. Rough heuristic methods exist
for reasoning about the cost of retrofit, but the problem is essentially non-linear, which resultsin in-
ability of most traditional optimisation techniquesto handle the problemin real life. The search space
grows exponentially with the number of exchangersin the network, which denies us the possibility of
exhaustive search without an effective way to prune the search space. These last two points will be
explained in detail below, when we introduce our method.

The solution of the grass-roots HEN problem is addressed in the literature by means of two main



approaches. In thefirst, the problem is solved by pinch technology introduced by Linnhoff and Hind-
marsh (1983). This method is based on thermodynamics and achieved some success in grass-roots
design — in spite of its major drawback of not reaching the optimal solution. In the second popular
approach, optimisation methods are applied to grass-roots HEN design — regardless of the high com-
putation costs of reaching the optimal solution and the possibility of getting stuck in alocal optimum.
Methods have been devel oped to overcome these drawbacks by decomposing the solution steps (Yee
et al. 1990; Yee and Grossmann 1990).

The harder problem of HEN retrofit is solved using a combination of pinch targeting and optim-
isation models (Yee and Grossmann 1991; Briones and Kokossis 1996). This combination aims to
overcome the burden of computation in optimisation models by developing some initial boundaries
using the pinch method.

Genetic agorithms have been used as a powerful search mechanism (Androulakis and Venkatas-
ubramanian 1991) though, in this instance, the fitness function was so inefficient as to be impractical,
involving non-linear constraint solution for each evaluation. A more practical approach is described
in (Lewin, Wang, and Shalev 1998; Lewin 1998).

Although genetic technol ogy does not guarantee the global optimum, with more complicated prob-
lemsit can result in arobust solution.

Another method, discussed by Tjoe and Linnhoff (1986) and further implemented by L akshmanan
and Bafiares-Alcantara (1996), isretrofit by inspection. Retrofit by inspectionisheuristic search, based
on the engineer’s intuitions, for better structures. However, this method does not guarantee an optimal
answer in real life problems, because it isimpossible to optimise the structure in full.

Although the HEN problem has received much attention in the literature, the problems are often
presented in ways suited to the algorithm which each paper suggests. We have tried to be more general
than this when specifying our algorithm.

3 Approachesfor solving HEN retrofit

Research in HEN retrofit may be divided into four main approaches, though there is some cross-
fertilisation between them. There follows is a brief summary for each of the four, but for a compre-
hensive discussion, the reader is referred to the old but good review paper of Gundersen and Naess
(1988).

3.1 Pinch technology

Theidea of the pinch point wasintroduced by Umedaet al. (1979) and further formalised by Linnhoff
and Hindmarsh (1983). The pinch point (Shokoya 1992), where the minimum temperature difference
between two streamsis observed (i.e., the difference between the hot temperature and the cold temper-
ature is equal to the Heat Recovery Approach Temperature (HRAT), which results from establishing
atradeoff between energy and area using the Pinch approach), determines the degree of possible heat
recovery. The pinch divides the process into two energy subsystems; above the pinch and below it,
each of which is in enthalpy balance. Thermodynamically, it is not efficient to transfer heat across
the pinch (i.e,, from a hot component over the pinch to a cold component below the pinch). The
transfer of heat across the pinch is called cross-pinch heat exchange (sometimes inaccurately called
criss-cross) and is considered by HEN designersto be alossin energy. Cross-pinch heat exchangeis
not recommended in grass-roots HEN design, but in retrofit it is sometimes necessary to transfer heat
across the pinch because of legacy constraints.



Although pinch technologies have been successfully applied to grass-roots design of HENS, they
have not proven to work well with HEN retrofit (Yee and Grossmann 1991). One of the credits
to pinch technology, in general, is the provision of good estimates for determining the targets (e.g.,
upper bounds on additional exchangers). |n grass-roots problems, the pinch technol ogy has succeeded
in doing so, whereasin HEN retrofit it has failed in some important cases (L akshmanan and Bafares-
Alcantara 1996).

A
@ True optimum

\

Design with no

added area
<
i
[
< —— Existing design
2 . T
: ®
< r
&) .

/
2 —
o —
/

Grassroots optimum

ENERGY SAVINGS

Figure 1: Areatargeting trade-off

Pinch technology works by establishing a tradeoff between energy savings and capital expenditure
in the form of purchased exchanger area. (See Figure 1). The curve of the graph represents the
thermodynamically feasible limits of design. Itisimpossibleto create aHEN which liesin the shaded
region of the figure. Most existing designs will lie somewhere to the right and above the curve, such
as the point shown. Clearly, such adesign isless than efficient since it requires area greater than the
thermodynamic minimum for the energy savings represented by the x-coordinate of the point. For a
grassroots design, the optimum lies on the curve as shown. When carrying out aretrofit, it is tempting
to try and follow a path shown by the zig-zag arrow, aiming to reach the optimum grassroots design.
However, the grassroots optimum has a smaller amount of purchased area, so the zig-zag path implies
that existing areain the HEN isto be disposed of. Since this area has already been paid for, the path
to the grassroots design is clearly non-optimal. On the other hand, one might attempt to use only the
existing area and attempt to improve the efficiency of the HEN solely through topology modifications
(represented by the horizontal path to the left). In general, however, since the existing areais available
in discrete “chunks,” it is physically impossible to follow this path. The real optimum, therefore,
involves the combination of topology modifications with the purchase of additional area, following
the curved path shown in the diagram.



3.2 Optimisation

A lot of work has been conducted in formulating a mathematical programming model of HENs. The
grass-roots problem has been solved by a number of researchers such as Yee et a. (1990), Yee and
Grossmann (1990), Yee, Grossmann, and Kravanja (1990). The problem of retrofit has also been
tackled. In general, mathematical models have the advantage of finding optimal solutions. But the
usual disadvantages of mathematical models— such as, theinability to represent qualitative constraints
like flexibility, the assumption that the mode worksin the steady state, the difficulties raised from the
complexity of the problem (e.g., nonlinearity and number of variables and equations), and the inability
to report the rationale behind the solution — apply in HEN design as elsewhere.

The first approaches, such as those of Kelser and Parker (1969) and Kobayashe, Umeda, and
Ichikawa (1971), concentrated on the formulation of the problem as an assignment problem. More
recent attempts have included more detailed models of the problem, and asaresult the model becomes
more complicated and less computationally tractable (Viswanathan and Evans 1987; Yee et al. 1990;
Yee and Grossmann 1990; Yee, Grossmann, and Kravanja 1990).

In HEN retrofit, a considerable amount of work has been done to formul ate the problem as amath-
ematical programming model. Yee and Grossmann (1991) introduced a Mixed Integer Non-Linear
Programming (MINLP) formulation. They examined a number of optimisation methods involving
approximations of upper and lower bounds: outer approximation/equdity relaxation (OA/ER) with
piecewise approximations; generalised benders decomposition with valid outer approximations; and
augmented penalty version of the OA/ER. With any of these optimisation methods, the MINLP prob-
lem is divided into a master mixed integer linear programming (MILP) with nonlinear programming
(NLP) subproblems. The NLP subproblem optimises a particular network structure by fixing the bin-
ary variables and yielding an upper bound to the cost. The MILP master problem is optimised with
an approximated feasible region to select new network structures and to predict lower bounds on the
cost. The problem with these methodsis that they have been shown empirically to be size-limited.

Briones and Kokossis (1996) introduced an algorithm that addresses the problem as a multi-task
effort and applies a decomposition scheme which uses both mathematical programming and pinch
analysis methods. The different tasks are targets for structural modifications and heat transfer area
changes, the devel opment and optimisation of theretrofitted network and the analysis of its complexity
against economic penalties and trade-offs. The decomposition stages embed targeting information
which supports screening and facilitates an effective optimisation search. As such, the decomposition
not only bypasses the limitations of past decomposition techniques but exploitsits features toward the
development of an interactive design tool.

Asante and Zhu (1997) have introduced a new decomposition approach for solving the HEN retro-
fit problem. The decomposition starts by searching for topology changes using a set of mixed integer
linear programming (MILP) models followed by a heat recovery and area optimisation stage using a
NLP model. From our practical point of view, Asante and Zhu's assumption of omitting cost datain
their objective function is unacceptable, and their argument that the absolute optimality of adesignin
terms of both cost and practical considerations can not be guaranteed is flawed. Indeed, we suggest
that the omissionswould not be acceptable even if the argument were valid. The user always looksfor
a compromise between different objectives when a conflict exists. Further, repiping across different
streams is not considered — greatly reducing the search space — and consequently giving suboptimal
results.



3.3 Al approachesto HEN design

Knowledge based systems were mainly introduced in HEN design to overcome the difficulties with
the mathematical model and sometimes to reduce the complexity of the problem to be solved later
by mathematical programming methods. A considerable number of Artificial Intelligence (Al) tech-
niques have been applied to grass-roots HEN design, but none has been tried on the retrofit problem.
Expert systems and genetic algorithms were also applied to grass-roots design (Garrard 1996; An-
droulakis and Venkatasubramanian 1991; Wang, Shalev, and Lewin 1997).

3.4 Retrofit by inspection

Inspection methods are designed mainly for HEN retrofit problems rather than grass-roots design.
They have not always been considered good solutions: Tjoe and Linnhoff (1986) state that inspection
could never work, and so argue the need for the Pinch method. Lakshmanan and Bafares-Alcantara
(1996) have developed a visualisation tool to support the engineer in the retrofit by inspection ap-
proach, and proposed some genera guidelines to help the engineer in spotting the needed changes.
One of the main contributions of Lakshmanan and Bahares-Alcantara’'s method is the introduction
of the retrofit thermodynamic diagram which visualises the criss-cross in the network. The main
disadvantages of the method are:

1. Thediagram does not guarantee to show all criss-crossesin the network. Also, the diagram may
show a criss-Cross, where no Criss-cross exists.

2. The criss-cross visualised on the screen does not have an explicit relation to the degree of criss-
Cross.

3. The guidelines are addressed in a general form which need to be more formal if they are to be
automated.

4. The user hasto check the exchanger approach temperature (EMAT) herself from a spreadsheet.
The EMAT is not explicitly shown in the diagram.

5. The visualisation tool does not visualise stream splitting or phase change.

We have formalised the guidelines of Lakshmanan and Bafares-Alcantara, and used them in our
system. They have demonstrated that their guidelines resulted in better solutions than previous at-
tempts in some cases and this suggests promise in the retrofit by inspection method.

4 1TRI: A New Approach to Automating HEN Retrofit

The knowledge base for our system, called I TRIY, hasthree main components, obtained from literature
surveys and from a domain expert. The first main component concerns network optimisation. Thisis
mainly for generating the initial mathematical representation of the model. The second concerns the
problem domain. Expert opinion was €elicited into a set of heuristic rules to guide search within the
system. The final component is a suitable knowledge representation.

YIntelligent Tool for Retrofit by Inspection



4.1 Knowledge acquisition

In order to elicit the knowledge required for our system, a number of meetings were conducted with
the domain expert. In the first couple of meetings, the problem domain was introduced, by means
of a demonstration of the package that the domain expert has developed. This was a useful starting
point, allowing him to talk about his own work and its evaluation, and allowing us to understand his
expectations from the devel oped system. Subsequently, we prepared a series of questions before each
meeting, which led directly into discovering the necessary heuristics.

It is worth mentioning that the nature of the problem is different from considering the program
as an expert system. The knowledge that we have acquired from the domain expert is used not only
to build the heuristic set of rules, but often also to exclude unnecessary rules that are infeasible and
redundant though they seemed initially feasible. As an example for this last point, one of the rules
that seemed to be feasible isto forbid the repiping after the addition of a new exchanger asthe system
will force the new exchanger to be placed in the right position in the network. This seemed logical
though he has mentioned that the repiping might be necessary after adding a new exchanger to utilise
an unutilised areain one of the exchangersin the network. This point in our system resulted in having
arepiping check after each change in the network. Also, the knowledge conducted from the domain
expert played the mgjor réle in formalising the problem.

A full description of our formalisation of the HEN Retrofit problemis givenin Appendix A.

4.2 Problem representation

The heat exchanger network is represented as a sequence of the form
Mex = {M1(Type, Area, o), ... ..., Mi(Type, Area, o)}

where Type, isthe type of match that the exchanger matches (“he” for process-process match, “hu”,
for process-hot utility match, and “cu” for process-cold utility match), Area is the area of the ex-
changer, and « isthe amount of energy loss corresponding to the material of the exchanger. Each M;
term represents an exchanger unit in the network.

The current streams in the network are represented using two further sequences, one for the cold
streams and another for the hot ones. The elements of each of these are tuples of variables defining
the characteristics of the stream and the set of exchangers connected to this stream. The sequence of
hot streams takes the form

HS = {H1 (TiTLH1 )ToutH1 ) HMCP] y) Eseq(H] ))) e )HTI(TiTLHn) ToutHn) HMCPTL) Eseq (Hn))}

where Tin,,, and Tout,, represent the inlet and outlet temperatures for hot stream H; respectively,
HMCP; represents the material coefficient of the i’s hot stream, and Eseq(H;) is a sequence of all
sets of exchangers on hot stream 1. Each element in this sequence takes the form

(Exchanger label,
Predecessor list,
Successor list,

Inlet temperature,
Outlet temperature,
Load,

Areaq,

Mcp)



Thetype of costsinvolved in the decision are: moving a heat exchanger; re-piping a stream; purchas-
ing anew heat exchanger; additional exchanger area; hot and cold utilities.

4.3 The Search Mechanism

ITRI solves the HEN retrofit problem by applying four groups of rules recursively while optimising
the loads on the utilities. To control the combinatorial explosion thus produced, some heuristics are
applied. The algorithm is outlined in Figure 2.

Procedure Optimise
* Construct alinear programming model.
* Optimise the model.
Procedure Reallocate
* Do
- Apply the exchanger-reallocation rule.
- Call procedure Optimise.
- Evaluate using the total cost.
* While there is no further improvement.
Procedure Split
* Do
- Apply the Split rule.
- Call procedure Optimise.
- Evaluate using the total cost.
* Until there is no further improvement.
Procedure Add New
* Do
- Apply the adding-new-exchanger rule.
- Call procedure Optimise.
- Evaluate using the total cost.
* Until there is no further improvement.
Main L oop
* Call procedure Optimise.
Label A:
* Call procedure Reallocate.
* Call procedure Split.
* |f Split did not improve, Call procedure Add New.
-Else Goto A.
* |f Add New did not improve Stop.
-ElseGoto A.

Figure 2: The ITRI agorithm

431 Heuristics

Optimisation of Objective Function The first heuristic aims to optimise the objective function.
The overall objective of the problem in our formulation is to minimise both the energy cost and the



cost needed for the changes. The problem involves both linear and nonlinear costs. The linear cost is
used during the optimisation while the nonlinear cost is used to prune the search space. The sequence
of eventsisasfollows: asuggestion is made by the heuristic rulesfollowed by optimising the network
using the linear part of the objective then evaluating the solution using the total objective (i.e. linear
and nonlinear). If the solution results in a payback period more than three times the payback period
required by the user, the algorithm refuses the solution and backtracks. The “three times the user
payback period” isarule of thumb for setting an upper bound for the payback, which stems from the
fact that the cost varies non-monotonically with the progress of the search. This would be the case
even if there were no non-linear costs, since each modification is changing the network structurally
and we have no way of proving monotonicity. The total cost might increase after the nonlinear partis
added then after an iteration or two it starts decreasing again. The factor three was suggested by the
domain expert to be areasonable limit to ensure that potentially good solutions were not screened out
early.

Decreasing L oadson Utilities The second heuristic imposesan order on the search space: if agiven
HEN reconstruction step does not result in adecreasein the utilities' loads, the step isrejected and the
algorithm backtracks, trying to find a different change. It might be supposed that this heuristic would
suffer badly from a horizon effect, but it does not. For example, suppose we need to do a repiping
(which will increase the load on a utility) for the sake of adding an exchanger later on. By rejecting
the repiping step, the step is still possible because the a gorithm tries to add an exchanger anyway and
after that it cycles again, first trying the repiping. So in fact, what is constrained here is the order that
the process follows, rather than the final result. However, importantly, the number of evaluationsis
reduced.

Adding Exchangers In the third heuristic, it is assumed that the addition of an exchanger will be
valid only when the exchanger is needed to create a path between a hot and a cold utility which
will result in areduction in the total utility loads. Thisis the most significant flaw in our algorithm,
because, in a few cases, we need to add more than one exchanger to create the path, which this
heuristic prevents. However, it works well in most cases. Indeed, there is only one published solution
(of morethan 10) in which more than one exchanger was needed to create a path.

Occurrence Checks In addition to the heuristics that are used to reason about the search space,
a number of occurrence checks have been included to optimise the structure of the network as it is
constructed.

The first check is whether the load on one of the utility exchangers has reached zero. If so, the
algorithm chooses the newly added exchanger with the highest load to be replaced by this utility
exchanger.

The second is a check on the payback of the current solution. If the current payback is less than
the best payback found so far, the current solution is reported to the user. Thisisvery useful when the
search space is very large: it enables the user to follow the progress of the search and to impose an
early termination if sheis satisfied with the current solution.

The third check simply avoids loops within the heat path.

The last check tests whether the CLP(R) library used in the implementation returns multi-optimal
solutions. In this case, the algorithm creates a choice point and replaces the bindings of the variables
with their infimum and supremum.



4.3.2 TheFour Main Rule Groups

The following four groups of rules encode the majority of the domain knowledge used in the ITRI
system.

Load shifting Load shifting, the moving of aflow from one exchanger to another or from utilities
to process exchangers, is conducted at two points: before doing any change in the network; and after
each changeto the network. Load shifting is done by the linear programming model which guarantees
that the maximum load to be shifted in the network as a whole will be reached and accordingly the
maximum heat recovery will be achieved. The model achieves thisby minimising thetotal utility cost,
which results also in the minimum total utility loads. This has the advantage of not carrying the load
shifting at a time and the disadvantage of skipping an optimal solution if the optimality is not at the
maximum heat recovery.

Exchanger reallocation Within a Heat Exchanger Network, the most efficient use of areais made
when the heat transfer is “vertical”. This means that the hottest parts of the hot streams exchange
heat with the hottest part of the cold streams and the colder parts of the hot streams exchange with
the colder parts of the cold streams. When thisis not the case, we say that Criss-cross heat exchange
exists. Possibly the most important goal of a HEN retrofit study is to eliminate or reduce criss-cross
whichisnormally done by swapping either the hot or cold sides of the two exchangersinvolved. Criss-
crossis detected as follows. Suppose that we have two exchangers, A and B, in the network. Assume
that the inlet hot temperature for B is greater than the inlet hot temperature for A. If the inlet cold
temperaturefor A isgreater than theinlet cold temperaturefor B, then this constitutes a criss-cross, so
the heat exchangeisnot as efficient asit should be. This can be corrected by swapping two exchangers.
After interchanging the two exchangers, load shifting is performed and the feasibility of the network
is checked. If the network has become infeasible, the reallocation is rejected and the agorithm,
by backtracking, tries to find another two exchangers to be reversed. The agorithm continues the
reallocation until no other useful interchanging in the network exists. Only the exchangers on the hot
side need to be tested. Moreover, because the exchangers are checked pairwise, the complexity of
the check has an upper bound of the square of the number of exchangers —which is polynomial and
accordingly computationally cheap, so the algorithm is efficient. Using this algorithm, no criss-cross
in the network can be missed, and no false criss-cross can be detected.

Stream splitting Theideaof stream splitting — dividing an existing stream between two exchangers,
and thus perhaps using it more efficiently — is formalised by generating the set of bottlenedks in
the network. The configuration resulting from splitting a stream flowing through two exchangersis
shown in Figure 3. An exchanger creates a bottleneck if it prevents a load from being shifted on a
load path. This case can be easily detected, because we shift the maximum load possible each time.
After shifting the maximum load, the exchangers in the network are tested against the second law
of thermodynamics. If an exchanger has a temperature difference equal to its minimum approach
temperature, then either this exchanger prevents aload from being transferred or it has no effect. In
either case, an attempt is made to split the stream before the offending exchanger and placing that
exchanger in parallel with one of its neighbours, on either the hot or the cold side or both. If the
splitting results in no improvement in the total utility load or it results in an infeasible network, the
step isrejected. If the splitting results in an improved network, the step is accepted and the algorithm
proceeds.
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Figure 3: Thetopology of Stream Splitting

When a part of the stream is split, the flow is distributed between the two branches at a certain
ratio called the splitting ratio. The load on the exchanger in each branch is a function of this ratio
because it determines the flow rate. Ideally, it should be |eft to the model to decide the optimal ratio,
but the side-effect would be that the model would become non-linear. This would be a problem for
ITRI, asthe constraint solversin SICStus only optimise linear systems.

As an approximate solution, we use a heuristic to calculate the splitting ratio before optimising
the network. By instantiating the ratio, the non-linearity is eliminated from the model. Our heuristic
binds the splitting ratio to be equal to the MCP (flow rate) ratio on the other side of the exchangers.
Thismeans that, if the splitting is on the hot side, the splitting ratio becomes the ratio of the M CPs of
the two cold streams containing these two exchangers and vice versa. This heuristic was recommen-
ded by our domain expert as a good approximation, since, thermodynamically, it minimises energy
losses when the split streams are remixed. Though it does not guarantee to reach the optimal ratio, it
significantly reduces the complexity of the problem.

Adding a new exchanger The addition of new exchangers is performed to create a heat load path
between a hot and a cold utility with the view to further reducing energy consumption. (Thisis done
by transferring load off the utilities onto the process exchanger.)

To create a new heat load path, the exchanger(s) to be added are feasible if the total savingsin
the utility cost will offset the implied capital expenditure within the payback period specified. Itis
worth mentioning that, in our system, it is assumed that a single exchanger is needed to creste a heat
load path. This assumption is made because otherwise there is a potential combinatorial explosion of
solutionsinvolving more and more exchangers. We could have relaxed this assumption by generating
early failurein the search tree to exclude part of the search space, but this would need an ad hoc, case
by case rule fix, which is not our goal here. We wish to test the feasibility of our system on broader
application problems, rather than constraining it to a specific case.

When we add a new exchanger, its position must be determined. This is done by exhausting all
possible positions to place the exchanger, which results in generating multiple solutions with differ-
ent structures. Note that the maximum number of these positions is polynomia in the number of
exchangers, so this approach is computationally tractable. The solution set might be filtered, as a
possible extension of our work, by flexibility and safety constraints.
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4.4 Themathematical modd of the network

The main functions of our linear programming model are to handle the load shifting and to guarantee
the feasibility of the network. The load shifting is handled by minimising the total cost of the util-
ities. The feasibility conditions of the network are represented by the set of constraints in the linear
programming model.

The optimisation model does not include all types of costs in the objective function. In the ITRI
model, the utility cost isthe only cost included in the objective, which means that the model islinear,
within the context of the isothermal mixing assumption, and so can be solved with a linear program-
ming optimiser such as CLP(R) in SICStus Prolog 3 (which is our implementation language). The
nonlinear part of the objective is then handled by the search mechanism, which evaluates all the out-
comes from the linear programming model using the nonlinear part of the objective. Because of
this approximation, the optimal solution of the problem may not be reached, as it may be that the
optimal solution does not achieve the maximum heat recovery, but the algorithm will generate its
solutions within the specified payback period. It isworth mentioning that even if the optimal solution
is skipped, it can be retrieved easily by constraining a lower bound on the total utility loads. This
option is available in our implementation.

The mathematical model incorporates two groups of constraints: those which stem from the first
law of thermodynamics; and those deriving from the second law. The former are applied for each ex-
changer on each stream in the network; the latter are applied each time two exchangers are compared.

The first law of thermodynamics states that energy shall be conserved. This constrains the load
on the hot side of an exchanger to be equal to that of the cold side minus losses to the atmosphere.
Furthermore, hot streams are being cooled and cold streams are being heated, and this sets additional
constraints on their inlet and outlet temperatures. Mathematically,

Inletyot > Outletor
Inletcold < Outletcold
o x MCP x (Inlet — Outlet)| = Load
Loadnot = Loadcola

The second group of constraints embody the second law of thermodynamics. This involves the
following constraints: the difference between the inlet temperature on the hot side and the outlet
temperature on the cold side should be greater than or equal to the minimum approach temperature;
the difference between the outlet temperature on the hot side and the inlet temperature on the cold
side should be greater than or equal to the minimum approach temperature;

Inletyor > Outleteorg + At
Outletyor > Inleteorg + At

The nonlinear equation for the area of an exchanger is calculated using the following equation:

(hp* he)  (Inletpor — Outleteorq) — (Outlethor — Inleteora)

Inlety ,¢—Outlet ;14
(h’h + h’C) eOutlet(;wtflnletchd

Area = Load/( )

where hy, and h. are the heat transfer coefficients on the hot and cold sides respectively.

45 Assumptionsand limitationsof I TRI

In the current version of the system, there are some assumptions and limitations, mainly because of
either the time limitations of the project or practical issues. These assumptions and limitations are
discussed in the following points.
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. TheHEN isassumed to bein asteady state. Thisassumptionisgenerally considered reasonable
when using mathematical programming methods.

. Heat exchangersare assumed to support single streams. Thisassumption could berelaxed easily
later on for any further extension of the algorithm.

. Theinput information is assumed complete. Thisis generally considered a reasonabl e assump-
tionin steady state models.

. Inlet and Outlet temperatures are assumed to be fixed. Aslong as one is not interested in the
interaction of the HEN design with the optimal design of flow-sheets, this is not a restrictive
assumption.

. The algorithm makes the isothermal assumption. This means that, in case of splitting, al the
exchangersin the splitting set have the sameinlet and outlet temperature. Thisisstill reasonable
asit is generally not economic to break the isothermal constraint because it is considered as a
lossin energy.

. A single exchanger is assumed to be enough to generate a heat load path. This is because of
the search space. As was mentioned above, this could be relaxed easily by including problem
specific knowledge to prune the search tree, or by setting a practical upper bound such as2 or 3
on the number of exchangersto be considered for path creation.

5 Testing and evaluation

The system was tested on a number of different examples from the chemical engineering literature.
The examples were chosen to guarantee the generality of the test, and to cover most of the problems
that might be found in solving practical applications. In this section, we discuss a selected example
for illustration purposes.

The data for this example is taken from Ciric and Floudas (1989). Figure 4 shows the initial

structure of the network, i.e., before retrofitting. In the figure, S1 and W1 represent hot steam and
cold water respectively, MCP is the materia specific coefficient, and h is the amount of energy loss.
Table 1 shows the area of the existing exchangers and the set of matches.

| Exchanger | Area(m?) | Original Match |

1 45.06 H2-C1
2 12.50 H1-C2

3 33.09 H3-C1
4 23.50 H1-C3
5 05.75 S1-C1

6 05.39 H1-w1l
7 11.49 H2-W1

Table 1. The area of the existing exchangers

In Table 2, the cost data for the example is presented. The overall heat transfer coefficient for this
problem was reported to be 0.8KWm 2K~ and the installation costs were all zero. The solution
produced by our method represents a considerable improvement over the existing solution which had
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claimed optimality. Our solution had an investment cost of $9056 with a saving of $35920 per year.
This resulted in a payback period of 0.252 years. The total added area is 45.839n? and no new
exchanger isneeded. The best published solution to this problem (Yee and Grossmann 1987) reported
an investment cost roughly twice this value, for the same energy savings, and the first solution, also
via mathematical programming, claiming optimality, reported costs three times those reported by the
proposed method, without improving the energy recovery. Furthermore, the solution presented hereis
considerably less complicated, involving no new exchangersin contrast to the earlier solutions which
required a number of repipes and stream splits. The exchanger area before and after the retrofit is

shown in Table 3.

The new configuration, generated by our program, and confirmed as correct by our domain expert,

Figure 4: The existing HEN

| cost category | cost |

Gy
C2
Cs
Cs
Cs
Cs

0
400
3460
171.4
80.00
20.00

Table 2: The costs data

isshown in Figure 5. Further examples and analysis may be found in Abbass (1997).

6 Conclusion

In this paper, we have presented a novel algorithm for retrofitting an existing heat exchanger network,
which usestraditional logic programming search, combined with linear constraint sol ution technol ogy.
It seems very efficient from a practical point of view, when compared with existing conventional

solutions to the same problem.

Some standard examples from the literature were redesigned in a unified framework to facilitate
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Exchanger Area before Area after
theretrofit (m?) | theretrofit (m?)
1 45.06 63.547
2 12.50 38.742
3 33.09 33.090
4 23.50 18.974
5 575 5.406
6 5.39 6.500
7 11.49 4.300

Table 3: Areaof exchangersin example 1 after retrofitting

280 480 740 MCP|
350 —g . — . ' 500 H1 10
0 2 H2 12
350 g . ? 450
640
320 400 H3 8
300 c1 9
&«
HE3 HE5 HE2
340 . - 420 C2 10
HE1
340 . - 400 C3 8
HE4
HE6
300 —._.HE7 - 320 W1

Figure 5: Theretrofitted HEN of example 1

the comparison of different approaches for further research in the area.

We have used guidelines introduced by Lakshmanan and Bafiares-Alcantara (1996) for retrofit by
inspection as a basis for our new automated system. The guidelines were formalised, improved, and
implemented as a constraint logic program. The resulting system outperforms the existing techniques
from the chemical engineering literature in most problems, though there are some difficult examples
which require solutions of non-linear equations.

Throughout this work, we have emphasised the idea of integrating heuristic search with math-
ematical optimisation techniques to improve the quality of the solutions resulting from the heuristic
techniques aswell asto improve the efficiency of applying the optimisation techniques. Thisapproach
seems not to have been considered before in the chemical process synthesis domain.

References

Abbass, H. A. (1997). An intelligent tool for process synthesis. Master’s thesis, Department of
Artificial Intelligence, University of Edinburgh.

Androulakis, |. and V. Venkatasubramanian (1991). A genetic algorithmic framework for process
design and optimization. Computers and Chemical Engineering 15.

15



Asante, N. and X. Zhu (1997). An automated and interactive approach for heat exchanger network
retrofit. Chemical Engineering Research and Design 75(A3), 349-360.

Briones, V. and A. Kokossis (1996). A new approach for the optimal retrofit of heat-exchanger
networks. Computers and Chemical Engineering 20.

Ciric, A. and C. Floudas (1989). A retrofit approach for heat exchanger networks. Computers and
Chemical engineering 13(6), 703—715.

Garrard, A. (1996). Mass exchange network synthesis using genetic algorithms. Master’s thesis,
Dept. of Chemical Eng., Edinburgh University.

Gundersen, T. and L. Naess (1988). Review paper: The synthesis of cost optimal heat exchanger
networks, an industrial review of the state of the art. Computers and Chemical Engineer-
ing 12(6), 503-530.

Kelser, M. and R. Parker (1969). Optimal networks of heat exchange. Chem. Eng. Prog. Symp.
Ser. 92(111).

Kobayashe, S., T. Umeda, and A. Ichikawa (1971). Synthesis of optimal heat exchange systems:
An approach by the optimal assignment problem in linear programming. Chem. Eng. Sci. 26.

Lakshmanan, R. and R. Bahares-Alcantara (1996). A novel visualisation tool for heat exchanger
network retrofit. Industrial and Engineering Chemistry Research 35, 4507—4522.

Lewin, D. (1998). A generalized method for HEN synthesis using stochastic optimization - ii. syn-
thesis of cost optimal networks. Computers and Chemical Engineering 22(10), 1387—-1405.

Lewin, D., H. Wang, and O. Shalev (1998). A generalized method for HEN synthesis using
stochastic optimization - i. genera framework and MER optimal synthesis. Computers and
Chemical Engineering 22(10), 1503-1513.

Linnhoff, B. and E. Hindmarsh (1983). The pinch design method for heat exchanger networks.
Chemical Engineering Science.

Nishida, N., G. Stephanopoulos, and A. W. Westerberg (1981). A review of process synthesis.
AIChE J. 27(3), 321-351.

Shokoya, C. (1992). Retrofit of Heat Exchanger Networks for debottlenedking and energy savings.
Ph. D. thesis, Department of Chemical Engineering, UMIST, Manchester, UK.

Tjoe, T. and B. Linnhoff (1986, April). Using pinch technology for process retrofit. Chemical
Engineering.

Umeda, T. et d. (1979). A thermodynamic approach to the synthesis of heat integration systemsin
chemical processes. Computers and Chemical Engineering 3, 273-282.

Viswanathan, M. and L. B. Evans (1987). Studiesin the heat integration of chemical process plants.
AIChE J. 33(11), 1781-1790.

Wang, H., O. Shalev, and D. Lewin (1997). A generalised method for hen synthesis using stochastic
optimisation: (i) general framework and mer optimal synthesis. Computers and Chemical En-
gineering.

Yee, T. et a. (1990). Simultaneous optimisation models for heat integration-l area and energy tar-

geting and modeling of multi-stream exchagers. Computers and Chemical Engineering 14(9),
1151-1164.

Yee, T. and |. Grossmann (1987). Optimization model for structural modificationsin the retrofit of
heat exchanger networks. Technical report, Engineering Design Research Center.

Yee, T. and |. Grossmann (1990). Simultaneous optimisation models for heat integration-11 hest
exchanger network synthesis. Computers and Chemical Engineering 14(10), 1165-1184.

16



Yee, T. and |. Grossmann (1991). A screening and optimisation approach for the retrofit of heat-
exchanger networks. Industrial Engineering Chemical Research 30(1), 146-162.

Yee, T., |. Grossmann, and Z. Kravanja (1990). Simultaneous optimisation models for heat
integration-111 process and heat exchanger network optimisation. Computers and Chemical En-
gineering 14(11), 1185-1200.

A Mathematical Problem Formulation

As the literature does not contain a formal, mathematical definition of the HEN retrofit problem,
we present the formulation that was used in this research. It is considerably more general than the
majority of mathematical programming formulations and includes the facility to declare individual
stream match and repipe costs.

Given:

e A set of hot streams HS = {H; (TinH1> ToutH1y HMCP,, Elist(H;)), HZ(TinHZ) TOU—tHZ’
HMCP,, Elist(H2)), ..., Hn(Tiny, Touty,,, HMCPy, Elist(Hn))} where Tin,, and Toug,,,
represent the inlet and outlet temperatures for hot stream H; respectively, HM CP; represents
the mass flow specific heat product of the ith hot stream, and Elist(H;) is a list with all
sets of exchangers on this stream. Each element in this list takes the form (exchanger-label,
predecessors-list, successors-list, inlet-temperature, outlet-temperature, load, area, MCp)

o A symmetric list of cold streams, CS = {C1(Tinc,, Toutc,» CMCPy, Elist(C1)), Ca(Tinc,,
Toutc,, CMCP2, Elist(C2)), ..., Ca(Tine,, Toutc,,, CMCPy, Elist(Cyn))}.

o Asetof hot utility streamsSS = {S1(Tins , Touts, ), S2(Tins,» Touts, ), - - - » Sx(Tins,» Touts, )}
where Ting and Toues, represent the inlet and outlet temperatures of stream S; respectively.

e Asetof cold utility streams WS = {W1(Tiny,,, Toutw, ), Wa(Tinw,, Toutw, ), - - -» Wy(Tiny,,

Toutwy )}

e A set of existing heat exchangers (matches) Mgy = {M1(Type, Area, Alpha),..., My (Type, Area, Alpha)}
where Type, isthe type of match that the exchanger provides (he for process-process match, hu,
for process-hot-utility match, and cu for process-cold-utility match), Area is the area of the
exchanger, and Alpha is the fraction of energy lost to the ambient from the exchanger.

e A setof costsK = {Kjy, K3, K3, K4, Ks, Kg} where K isthe cost of moving a heat exchanger, K,
is the cost of a single repipe, K3 is the cost of purchasing anew heat exchanger, K4 isthe cost
of additional square meter of area, Ks is the cost per KW/year for hot utilities, and K is the
cost per KW/year for cold utilities. Note that these costs are not restricted to single numbers,
but could be vectors or even matrices depending on the problem.

e DefineHLstream =} ", (TmHi — ToutHi) * HMCP; to be thetotal load on the hot streams,
Clstream = ZJTL (Tmcj - Toutc].) x CMCP; to be the total load on the cold streams,
Lmatch = Y ¥, Oy x Loady (where Qy is1if the kth exchanger matches a hot stream with
a cold stream and O if the exchanger matches a process stream with a utility) to be the total

energy recovered by the match set, Hutility = CLstream — Lmatch, to be the total hot
utility needed, and Cutility = SLstream — Lmatch to be the total cold utility needed.
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e Define

initialcost of totalutilities — finalcost of total utilities

Payback = - -
moving cost + re_pipingcost + areacost

The retrofit problem now consists of finding a new set of matches and exchanger/utility loads that
satisfy the driving force and material balances constraints with an acceptable trade-off between the
minimisation of the total cost comprised of the set K, and the maximisation of the improved energy
recovery (represented by Lmatch) to satisfy a user specified payback period.

In this definition, the total cost is comprised of the six types of costs that have been given in the
definition. K; takes effect if the order of the exchanger in the new match set has been changed without
atering the pair of streams being matched by it. K, takes effect if either of the streams matched has
been changed. K3 takes effect for all new exchangers (p). K4 takes effect if the area of the exchanger
in the new match set has been increased. Ks & Kg are smply multiplied by Hutility and Cutility,
(calculated as shown in the definition) respectively to get the total cost of the utilities.

It is assumed, at the current time, that the temperatures of the hot utilities are high enough to be
matched with any cold stream in any temperature interval, and symmetrically that the cold utilitiesare
cold enough to be matched with any of the hot streams. However, there is nothing fundamental to the
method that requires this, and this restriction should be lifted in the future.
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